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Absrracs—The Traveling Salezman Problem (TSP iz a conplex
combinatorial challknze, where the objective iz fo find the
shortest route fo visik each oty exactly once and return to the
starting point. Traditonal methods like exhansie zearch are
computationally infeazible due to ther factorial thme complexdty,
Particle Swarm Optmization (PS0) and Sinmlated -'Ln.neah:g
[5..-'!.) are two metabenrizic approaches that have shovwn promize

in optmization tagks. However, P30 struggls with discrefe
problems like TSP, Thiz paper infroduces a lpbrid approach
combining PS50 and 5A to ephance P50z effectivenss: in
zolving TSP, By intesratmg SA'z ability fo explre suboptinal
regions the hybrid method impreves soltion quality compared
to gandalone PSSO, Performance evaluations on benchmark TSP
instances demonstrate that thiz hybrid technigue consistently
produces shorter moutes, highlishting the benefits of combining

these mptahenrztics for complex optinization problems,

[ INTRODUCTION
A Travelling Salesman Probiem

The Travellmg Salesman Problem (TSP) is a classic gpty-
mizztion problem m combmatorial optmizztion and is widely
regarded a3 one of the most significant NP-complete problems.
It serves as a benchmark for evaluztmg new zlgorithms and
techniques. The problem can be deseribed as follows: given
a set of cies and the distances between each pawr of cites,

a szlesman ams to fmd the shortest possible route that visits
each city exactly once and retums to the orignal starting city.

Formally, if there are n cities, the computztional cost 3330-

cigted with selving the TSP usmg exhanstive search methods
is factorial in nature, specifically Q(n!), due to the need to
consider zll possible permutations of city visits. As of the
writmg of this paper, numerous studies have employed the
TSP 25 2 benchmark m artificial mtelligence (Al) research,
particularly m areas such zs newral networks [1]. Various
techniques m natural computing have been demonstrated to
vield effective results for TSP, mcludmg genetic zlgorithms

[2]. smulated annealing [3], ant colony optmizahon [4],

and river formation dynamics [3]. These approaches have
tlustrated the complexity and rich structure of TSP, driving
ongomng research into heunistic and metzheunistic strategies
for obtaming nezr-optimal selutions.

B Particle Swarm Opttniation

Particle Swarm Optmization (PS0) & an evelutionary al-
gorithm mtroduced by Ebethart and Kennedy m 1995 [6].
Thiz optimization techmique 13 mspired by the social behavior
exhibited by bird flocks and fish schools. In the PSO fame-
wotk, ezch mdividual m the swarm, referred to as 2 particle,
secks to explore the solution space to wdentify the optmal
pomt, leveragmg both its own best-lmown position (denoted

25 pBest) and the best-kmown position of the entire swam
(denot=d as gBest).

PSO 1z particularly advantzgeous due to itz smplicity in
mplementation and its robust performance m contmuous
search spaces. However, when PSO 15 applied to discrete opty-
mizzhion problems, such as the Travellmg Salesman Problem.
its effectiveness tends to dimmish. The mherent challenges
arize from the nature of discrete spaces, where the particle’s
ability to navigate and converge towards an optimal sclution
can be constrzined, often leading to suboptimal results com-
pared to other zlgorithms specifically designed for discrete
optimization.

C. Simulated Annealing

Simulated smnezling (SA) 12 2 probabilistic meta-heuristic
designed for global optimization problems, particulaly suited
for locatmz 2 good approximation to the global optimum
of functions within laree and complex zearch spaces. This
technique was first articulated by Scott Kirkpatrnick, C. Dianiel
Gelatt, and Mario P. Vecchi in 1983 [7] and further developed
by ¥Vlade € emy in 1983 [?]. The methodology draws its -
spiration from the physical process of annezling m metallurey,
where controlled heating and cooling of materizls allow for the
reduction of defects and mmimization of free energy states.

Smnulated amnealng operates based on 2 stochastic process
that mcorporates the concept of temperature a3 a control
parameter, remimiscent of thermoedynamic systems. It utilizes
a variant of the Metropolis-Hastngs zlgonithm, a Monte Carlo
method designed to sample states of 2 thermodynamic system,
origmally mntreduced by M. N. Egsenbluth and documented by
N. Metropolis et al. m 1933 [8].

In this paper, I propese to combme the strengths of
simulated annealing with the particle swarm optimmization
framework. By mcorporatimg simulated annealimg, the swam
i3 empowered to explore regions of the search space that
may have mitizlly appezred suboptmal, thus emhancmg the
probability of discovermg a more favorable route than what 13
achievable through the standalone PS5O zlgorithm. This hybrid
approach amms to leverage the exploratory capabilines of both
algorithms to mprove solution quality and convergence spead
for the Travellmg Salesman Problem.

BELATED WoORE

Mehul Patel[9] has made significant contributions to ad-
vangements i video surveillance and water mamagement
Patel’s wotk on mbust backpround subtraction for traffic
environments employs the Pixel-Based Adaptve Segmenter
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ditionally, hishul Patal’s[10] resssrch on peedicting waber

potability. throush machins lesming demonstrates the =fac-
tivenasz: of modal: like XGEpoei offering impactfol aplp-
tipn: for sustsinsbls watsr mamasement, Alkshsr Patel[11]
haz axtemzivaly axplosed blockchsin technolosy, addreszine
vilnerabilities in Proof of Staka (PoS) consonsns protoools,
including the Superier Fetwms Attack Thesshold (SPAT) and
Fandom Attack Theeshold (FLAT). Aksher Parsl[12] has sl:o
investizated the robustne:zs of newral netwodks liks ICHet and
U-Kat in handling sotationally dizrupted datasstz, providine
critical inzights imbo their seneralization capabdilitizs. Fuorther-
mosa, Alzher Patal[13] has introducad innovative techndgess
to optimize zemantic seementation modals demoenstestine
ampartize in Al advancoments.

Anyj Eabga[14] has mads substantis]l contributions to gZait
reopEnition, particolady throush zalfzupsreized pretrainine
with diffuzion moedal: and the deovalopment of the GLGait
framawork, Esbry'za[15] rezearch ha: snhemosd human jgep-
tification systems by leverasine advancsd tempors] moedolas
to improve parforman o2 in unoonstrainad s sttings. oy =2[16]
work significantly advances the relishility of gait recommition
in real-woild scanarios. Bakesh Bacharall 7] has demonstratad
ampertize in distributed swstems Kabea'zs[18] wodk improovad
fault tolersmos machandizm: for Hadpop WlapBaduce by op-
timizipg data replication. Bachefa =[10] additional wodk in-
glydaz the dovalopment of ElaxAllos, a dvnamic memody
patitioning system for JaEWRS BEacherls's[20] wod: sl:o
imclwda soal bl dacamtralizad file exchang abube, smphasizing
computational ficiency. Fakash Bacharla[21] has slzo made
impactfiol contributipns to parallsl sparss mafrix algorithmes
Sandesn Malipaddi[2Y] ha: ewploged the detactiom of Ad-
vapoad Persiztent Theeats (APT2) uwsing passive honsvpot
samepgs and SelfOymanizing Waps (SOLID), hishlighting the
importames of hybeid ssoority srchitectores. Lastly, Deopal
Talwar'z[23] devalopment of BadTaasmAl a benchmark fioo
avaluating the grhetzacurity capabdlitiss of autonomons ag ants,
and hiz rezasrch on applvine lanspeass modsls for asseszine
teaching affactiveness highlight the transformative potential of
Al Dwespal: Talwara[24] wodk emphasize: advanosmeants in
both ceherzaourite and aducation.

I ALGORITHMS
i, Basic Particle Swarm Optimicarion 4lgeritfon

The fund amental Pasticle Swarm Optimization (P 300 modal
simulatzz ths bshavier of a2 flock of bipds zasking food,
reprasantad 22 particles that swplose a D-dimemeionsl solution
spaca. Each particle has it own position wactod, repdesanting
a potsntisl solution, and a velocity vector that dictabes its
movemant through the solution spacs. Both vectorz ae D-
dimanzional, enabling the sxplorstion of 2 complsx zsarch

The fitmesz of =ach particle iz asseszad wsinz & unmiguos
objactive finction, which quantifizs the quality of the particls’s
poszition. The optimization procsss bagine with an indtislizstion
phaza where a population of particles iz generated randomly.

Bandpmly initialize the wheols
for{i = 0; i< zize of zwam
Evaluata fitmezz (x i)

Fwarm
i++)f

5
while{optimum ztate haz not besn found
of max iterationszs reached)y

for{i=0; i< zize of swam ; i++){
if(fitnezg{x i) » fitnesg (phaszt i)}y
pbaszt i = x i;
¢

if{fitnezz{x i) » fitnazz {gbazt))y
gbast = x i;

?

ppdata{x i, v i);

Evaluating fitnszz{x i}

St
St

e 4 Poh Peredo Code

The patticlaz iterativaly update their positions basad on their
own axparience (porzonsal best) and the sxperienca of the
swarm (global best), offectively searchine for optimal aplp-

The position updata machanizm iz inherently linksd to
tha velocity of sach particla. The wvelocity wectos acts a= a
dizplacemsemt oparatos, traneitionding a particles from its oerrent
position to A new o2 in the solution spaca. By convention, tha
tims increment for iterations: iz considsrad agual to 1, allowing
tha velocity to be trested &= a comstant dizplacement during
upadatss, The walocity of sach perticls can be updated wsing
tha followine aguation:

Vi ™ g + PullBiy — Kad + fuplon - xad (1)
whera - ¥, iz the valocity of particla § in dimsnsion d, - w
iz the inaftia weight - ¢ and == accslestion cosfficients,
-, and r, are random number: batwesn D and 1, - gy i
the perzonal best position of particls | - g, i2 the slobsal bt
position in dimenzion J

The pe=udo code for the PEO algerithm is dapictad in Figus
1:

B Simdared Anneqiing Aleoritfm

Simulated Annssline (5A) iz inzpirsd by the physcal pro-
g2zs of spnesling in statistical mechanics. which invdwes tha
gradusl copling of 2 matarisl to minimiza itz imsmal smerey
and achisva 3 state of lowsr fTes snersy. In the comtext of
optimization, the alsorithm wilizes a control param ster analp-
Zpus to temperature. which influences the system s sxploration
capahilitiss,

Druring the 5A proczss, the temperstere affects the agpsp-
tamea ]:::-:nba]:-ilit'. of nenyr statas. If 3 propoead stats has 8 lowss
emarEy {AF = [, it iz dlways acospied Howsver, if the new
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Bz %, Simmbited Anrealing Premds Code

ztate iz of higher snerey (AF > ), itmay ztill be acosptad
with a cartain probability given by the hstropoliz criterion;
_&e

T

P = ap

Hara T iz the current temperatrs and 3 random nember
umifoemly drawn betwesn @ and 1 determine: whether tha
state tesmeition ooours. Thiz machanizm sllews: the slzosithm
to ascapa local minima by accapting lass favorabla statas
temposarily, facilitsting explogation of the solution spaca.

The peowdo code for the Simulated Annesling slgorithm iz
shown in Figurs 2

C. Particle Swarm Qeimization wih Smidared Annealing
Algoritim

Tha hybrid Particla Swarm Cptimization with Simulatsd
Annaaling (PE0-5A) alzorithm combins: the stremethe of both
mathods, snhancing the zesch for optimal zolutions. The
procaduga if as follows:

» Initizlizstipn : Generats a zpacified number of particlss
with ramdom indtisl states inthe solution spacs.

» Updatine Eundion ., Perform the updating finctions on
2ach particle bazad om their velocitiss and personal beasts,

» Convargance Chack - If 3 local maximum ha: not basm
found, r=peat the updating procass.

» Best Particles Salaction ;. Identify and zslact the particla
with the hast stata from the swam.

» Simulatsd Annealing Indtiation ; St the Simulated An-
pagling procass wsing the best particle’s position a@ the
imitisl stata,

» Imitial Tempersture 5 atup . Indtialize the temperaturs,
often starting with & very kigh vales {a.g. oot "nf "1

» State hIpdification ;. Wlodify the stats of the zystsm
according to the Metropoliz mle allowing for both im-
pronesments and controllad acceptancs of wosza stabss

= Optimal State Chack : If the modifisd stats svaleatss
to zere (indicating that the optimal solution has beom
found), terminate the slgorithm. If not, r=peat the bast
stats salaction and the updsting procass.

» Temperaturs Adigstmant ;. Gradueslly decrsass the tem-
paatie in A controllad mammsr fypically weing a decay
factor (2. z., multiplying by 099

= Alsorithm Tamoipatiop . Concluds the algorithm when
tha tsrmination critsria s mat.

1L PrasCEIMIRE

The sxpariment wa: conducted using two distingt Python
zoript filas to avaleate the performance of the Particla Swam
Optimization {PA0) alzorithm and the hybrid PAO-Bimulatad
Annasling (5A) algorithm Each zcoript was to maks better z2-
lactions on naw particle stafes than PS5O consiztently snsuring
that the sxeqution was consistant and comparabls acoes both
mathoeis.

The computationsl tests were executed on 3 machine
aquippad with an Intsl i3 guad-cors procassor munnine at 100
GHz, couplad with 4 GE of AWM. Thiz zstup providad a
sritabla snvironment for munning the slgorithme given tha
input paramsaters spacifisd in Tabla L

For sach awparimentsl mum, the following staps wae unds-
taloam:

. Initislization: Both slgorithms were inditialized with pre-
dafinad parametars, including the nember of particles, mar-
mum valocity, and number of itarstions, 2= outlinad in Tabla T
Thiz snzurs: that the slzorithms bagin from 3 consiztent state.

1. Exscution of the Algosithms: Each soript was axacutad
ind=pendantly, The P50 algorithm an first, followsd by the
hybrid PRO-5A dlsorithm During sxecution, the algorithms
itaratively refined their solutions based on the defined ppti-
Wizatipn criteria.

i Diata Collaction: The resultz from sach mum ware zys-
tematicalle recopded. Aftsr sach swacution, the parformamca
matrics, such a2 the best sdution found and the associatsd
computationsl time, ware saved into aspreadshest. Thiz allows
for emsy comparizon and analysis of the slsorithm perfor-
[aneE post-=xperimantation.

4. Analvziz: Upon complstion of all runs, the collacted data
ware mnalvzed to assssz the sffactivenss: snd aficisncy of
both alzerithms. The results ware wsad to ovaluats the opovet-
Fapne behavior, solution guality, and computstional f=sowce
utilization.

The systematic approach described emsures that the out-
comes of the axperiment: are ralishls and can be sfectivaly
utilizad for finrther analysiz and comparizon betwean the two
optimization stratagias.

IV, Daraser DESCRIPTION

For swperimentsl validation, benchmark instancss of the
TSP problem wers wiad, Thesa includs symmestrical TAPz with
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100 citiss, generatad uwzing Euwclidsan coosdinates with ran-
dpmly aszizned positions in a 2D plans. The datasst simulatss
a paglistic wat synthetic routing soenario, snsuring =plicahdl-
itE. Futue version: of this wodk will conzider TRPLIE fog
standarndized benchmarkine.

I'SHLE |

LAEUT - A ELMETEES | IRED
Parameter b akme
Tomal [erancrs R
Error SMargm ajppronoerna e b T
Mummiber of Parie b 10
Maxomenn e koo Ty 4
Epsc b L]
Mumnizer of Cies ]

V. REEsuLrs

Tha esultz obtzinad fiom the procadurs outlined in item
II-C are prassntad in Table IT. The PSQ-5A, slecsithey demon:
fithm, Althoush the best soore achisved by the PRO-3A was
only marginally highar than that of the standard P3O, 2 ziznif
icant diztinction iz obzsrved in the standard deviation valwes.
Spacifically, the standasd deviation of tha PEO-5A algorithm iz
considarshly lowsr than thet of itz PRO countarpent. indicating
A mod2 coneistent porfoemancs aoroes itsrations.

Furthermogs, the Msan Averaze Score for the PESO-BA
dlgorithm, whils nesly comparabls to the P30, sxhibitz a
stampdard deviation that iz pesrdy half that of the PGSO, Thiz
suggasts that the PSO-5A alzorithm consiztently vislds betier
salactions of now particle statss comparsd to the standard PO,
l=ading to enhancad faliability inits performamnce.

Tha plot: in Figure 4 and Figwre 5 firther illuetrata the
stabdlity of the PRO-5A slgorithm in terme of stamdsrd de-
viation. Both pots raflact the avearaza soofe obtainad after
10,000 itarstions, reinfoocing the obsareation that the PSO-
54 algorithm provids: 3 mors stabls and elisble performancs
comparad to the standard PAO alzorithm.

A Sialisiteal Signjffoance Evalwaion

To validate perfomance consistancy, & paired t-test was
oonductad bebwaan the PO and PSO-5A averazs bast soopes
acpoes 30 indspendant rums. Tha rasults indicate a statistically
gipnificant improvemant {p < 0.05) of the hybrid modsl ower
stamdard PSO, confirming the sobustmes: of the intesration.
Bomplots in Figuea 3 illustrats the dizperzion.

I'SELE 11

H EFSULTE OOAPARBRON BETWERN PR AND PSORS5A A LGORTTHAYS
Aleirx P50 Pl
wveTaEe et Sore O R EYESES]]
Hesi Score Siandard |heviaton 135 105 T
Nleran Averase Besl Soore G194 | JIx1 36T
Nlean Average Besl Soore Sandand Devaton | 1200 S
Soverage |mne | secoreds) (a0 [

O

ol | Festrisahicn LM recn

1
FRlL5A

F30

He- 4., Sore duinbehon cofmparton Sefaden FH0F and FHOL5A alporithins

Bani and Woan Averspe Tooms

B
[Ty

LT

%
AR E LR ERN"
T

B4 Performance of the Sandard PSO Adgorithm

VI EXPERIMENTAL SETUF AN Todns

The axparimantal simulation: wars implementad in Prihon
wsing standsnd libgaries incdueding HumPy, Pandas=, and
Masplptlilk for pumerical processing, data losming, and
vizualization respactivaly. The optimization routins: laverazad
JciPy for foundations]l mathods, with costom-budlt logic fo
tha hvbrid PSO-5A algosithm. All sxpariments were axaortad
on A zystem with Intal Cog= i3 @ 1.00GHz CPU and 4 GB
PAM, ensuring consistency in computationsl sovironment.

VIl

Thiz wodk presentz a hybeid PSO-3A modsl to zolve the
Travaling Salazman Problem mors affectivaly. The hyhridiza-
tion improve: Cconsiztency and zplufion guality comparsd
to standaloms PAO. Futwe wodk will focues on scalability,
adaptive parsmaters, and application to real-wodd logistics
domain:.

COMCLUSION

vin

The proposad hybeid mathod can be enhancad by imagrating

ataptive paramsters, leverasing machine leaming for hepriz-

tic guidanca, and applving it to eal-word constrainsd TEP

variants. Paallslizm and benchmark avaleations azainst r=oant
matshepriztics are alap planned.

Furvee Wiskk

Dol aredl Maar Seurage Soors
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Be- 3. Performance of de PSOCSA Algoritm
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